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Differential Evolution (DE) is a simple and robust evolutionary strategy that has been 
proven effective in determining the global optimum for several difficult optimization 
problems. Although DE offers several advantages over traditional optimization 
approaches, its use in applications such as aerodynamic shape optimization where the 
objective function evaluations are computationally expensive is limited by the large num- 
ber of function evaluations often required. In this paper various approaches for improv- 
ing the efficiency of DE are reviewed and discussed. These approaches are implemented 
in a DE-based aerodynamic shape optimization method that uses a Navier-Stokes solver 
for the objective function evaluations. Parallelization techniques on distributed comput- 
ers are used to reduce turnaround times. Results are presented for the inverse design of a 
turbine airfoil. The efficiency improvements achieved by the different approaches are  
evaluated and compared. 

Nomenclature 

Population of real-valued parameter vectors 
Differential Evolution amplification (or mutation) parameter 
Additional Differential Evolution amplification (or mutation) parameter 
Differential Evolution recombination (or crossover) parameter 
Objective function 
Population size 
Number of design variables or parameters 
Generation counter 
Loop indices for design parameters and population members, respectively 
n -dmensional parameter vector representing one of m members of population 
Random numbers in { 1,2, ... , m} 

I. Introduction 

Aerodynamic shape optimization refers to the process of determining the shapes of airfoils, wings, or other 
aerodynamic surfaces that are optimal with regard to one or several desired characteristics. Major advances in the 
field of aerodynamic shape optimization have been achieved in recent years by combining improved methods for 
the simulation of complicated flow fields with efficient numerical optimization techniques and by exploiting the 
powerful capabilities of modem computers. Both Euler and high-fidelity Navier-Stokes solvers have been com- 
bined with various traditional optimization techniques (gradient-based methods, response surfaces, etc.) as well 
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as non-traditional approaches such as neural networks and evolutionary algorithms to obtain optimal aerody- 
namic shapes and designs. 

for aerodynamic 
shape optimization. DE is a simple and robust evolutionary strategy (ES) that has been proven effective for sev- 
eral difficult optimization  problem^.^ Over the years, DE has been applied successfully to various optimization 
problems in aerona~tics4,~~~~~~~~~Although the DE algorithm was originally developed for unconstrained optimi- 
zation, it can be modified easily to handle constrained problems. Pareto-based extensions of the algorithm to 
multiobjective optimization have also been developed recently.'0,' ',12,13 Generally speaking, population-based 
evolutionary approaches such as DE are easy to implement and are quite robust and capable of locating the glo- 
bal optimum. However, as with other EA approaches, DE often requires a considerable number of objective 
function evaluations to arrive at the optimal solution. This poses a serious impediment to the use of DE in aero- 
dynamic shape optimization applications where the objective function evaluations are performed by computa- 
tionally expensive analysis codes based on the Euler or Navier-Stokes equations. 

The purpose of this article is to discuss various modifications to the DE algorithm that can lead to improved 
computational efficiency and apply them to aerodynamic shape optimization problems. Several approaches have 
been implemented in a DE-based aerodynamic shape optimization method that uses a Navier-Stokes solver for 
objective function evaluations. The shape optimization method is implemented on distributed parallel computers 
so that new designs can be obtained within reasonable turnaround times. Results are presented for the inverse 
design of a turbine airfoil. The efficiency improvements achieved by the different approaches are evaluated and 
compared. Some of the approaches considered here have been reported by the author in earlier w0rk~7~  This arti- 
cle extends our prior work and summarizes our efforts to date aimed at improving the efficiency of the DE algo- 
nthm. 

Various other efforts to improve the efficiency of the DE algorithm have also been reported in the literature. 
Chiou and Wang14 developed a hybrid DE algorithm that incorporated a gradient-based local search method for 
chemical engineering applications. Another hybrid algorithm combining DE with a first order gradient method 
was proposed by Lopez-Cruzl' for optimal control. In aeronautics, Rogalsky et aL6 developed a DE hybrid by 
incorporating a Nelder-Mead downhill simplex search and used it with a potential flow solver in the inverse 
design of turbomachinery airfoils. Airfoil design optimization methods that use the DE algorithm in conjunction 
with neural network strategies have also been reported by RaL7 The key ingredient in all these efforts is the use 
of hybridization to improve the efficiency of DE. Since the efficiency of DE is also highly dependent on the 
choice of the parameter settings used in the algorithm, other efforts toward improving DE efficiency have been 
aimed at developing strategies for the judicious selection of these parameters. Lopez-Cruz' proposed a parame- 
ter control strategy based on simple heuristics. Another approach using variable parameter settings was proposed 
by Srnuc.16 Liu and Lampinen17 developed an adaptive DE algorithm with fuzzy logic controlled search param- 
eters, while Zaharie18,19 used a self-adaptive strategy for varying the parameters during the course of the optimi- 
zation run. 

This article deals with an evolutionary algorithm (EA) known at Differential 

11. Differential Evolution 

DE is a conceptually simple ES developed for single-objective optimization in continuous search spaces with 
good convergence properties that have been demonstrated in a variety of  application^.^ Details of the algorithm 
can be found 

DE uses a population P that contains m n-dimensional real-valued parameter vectors, where n is the number 
of parameters or decision variables: 

only its main features are summarized here. 

P = ( X 1 '  ... , "} 

The population is usually initialized at generation g = 0 in a random fashion: 
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P ( 0 )  = {i](O), ... , X,(O)} f g = 0 

The population size rn is maintained constant throughout the optimization process. Differential evolution is 
thus similar to a (p, A) ES2' with p and h equal to m2' However, the method differs from standard ES 
approaches in several respects as described below. 

As with all ES-based approaches, mutation is the key ingredient of differential evolution. The basic idea is to 
generate new parameter vectors for the subsequent generation by using weighted differences between two (or 
more) parameter vectors selected randomly from the current population to provide appropriately scaled perturba- 
tions that modify another parameter vector (or, comparison vector) selected from the same population. This idea 
has been implemented in various forms. In the classical implementation that is quite popular, new trial parameter 
vectors Cy1, ~.. ,?,I for the next generation g + 1 are generated according to the following mutation scheme 
(which we will refer to as the baseline algorithm: 

For 1 = 1, m ; i = 1, n generate 

i l l  In the above Eqn. (l), a , B , y are distinct elements of { 1,2, ._. , m} randomly selected for each 1 ,  and 
F E [0,1 J is a parameter that controls the amplification of the differential variation. Other variants that either use 
the difference between more than two parameter vectors or keep track of the best parameter vector at each gener- 
ation and use it in the mutation scheme have also been developed' and used with varying success in specific 
applications. 

Following Zaharie," a general expression for the mutation step in DE can be written as: 

For 1 = l , m  ; i = 1, n generate 

q = l  ' 9  1 

G E [0,1] is the coefficient of the convex combination of the best member of the population, x , (g )  , and a ran- 
domly selected member, x ,(g> , F ,  represents the DE differential amplification (mutation) factors, and Q r e p  
resents the number of diffeyential terms. In the general case, the mutation step described above involves creating 
each element of each new trial parameter vector as the linear combination of the best member of the population, 
a randomly selected parameter vector, and Q hfferences between pairs of randomly selected parameter vec- 
tors.This general expression incorporates the many variants of the DE algorithm as special cases. The most com- 
monly used variant described above, and referred to as DE/randl/bin, is obtained by setting 
G = 0, Q = 1 ,  F l  = F .  A 'second popular variant,' referred to as DE/best/l/bin, is obtained by setting 
G = 1 , Q  = 1 , F ,  = F,andtheDE/best/2/binvariantbysettingG = l , Q  = 2 , F ,  = F ,  = F .  

DE is similar to other recombinant ES approaches in that it also uses discrete recombination. Th-. strateEy 
brameter adopted in differential evolution is to modify the trial parameter vectors (yl, ... , 7,) to genera' 

vectors { 2 .._ , Z,} as follows: I' 

1, 

For I = 1, rn ; i = 1, n generate 

yf with probability p ,  

x ; ( g )  with probability 1 - p ,  
ZI = 
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where p c  is a parameter that controls the proportion of perturbed elements in the new population. Note that 
the mutation and recombination operations described above can lead to new vectors that may fall outside the 
boundaries of the variables. Various repair rules can be used to ensure that these inadmissible vectors do not 
enter the population. A simple strategy, which is the one adopted here, is to delete these inadmissible vectors and 
form new ones until the population is filled. 

The selection scheme used in DE is deterministic but differs from methods usually employed in standard ES 
approaches. Selection is based on local competition only, with the modified trial parameter vector competing 
against one population member (the comparison vector) and the survivor entering the new population g + 1 as 
follows: 

For I = l , m  

where f denotes the corresponding objective function (or fitness) value. This greedy selection criterion results 
in fast convergence; the adaptive nature of the mutation operator, in general, helps safeguard against premature 
convergence and allows the process to extricate itself from local optima. The generation counter is incremented 
and the process is repeated until some stopping criteria are satisfied. 

111. Efficiency Improvement Strategies for Differential Evolution 

Various approaches that seek to improve the computational efficiency of DE for aerodynamic shape optimiza- 
tion applications are discussed here. Some of these approaches were described in previous work by the author 
and are briefly reviewed here for the sake of completeness. 

A. Metamodeling Techniques 
Metamodeling techniques for improving the efficiency of evolutionary approaches are based on the use of 

approximate models as surrogates for the actual objective functions. These surrogates can be incorporated in the 
optimization process and their judicious use can reduce the number of calls to the expensive analysis codes. One 
metamodeling approach that has received much attention is the response surface method (RSM). While tradi- 
tional RSM uses low-order polynomials for function approximation, generalized response surface methods 
(GRSM) allow for the inclusion of a wide range of approximations, including polynomials, neural networks, 
kriging, multivariate adaptive regression splines, radial basis functions, and multiquadrics. Both global and local 
GRSM approaches have been established. In the global approach a GRSM metamodel for the entire design space 
is used and gradually refined as the optimization progresses. Since developing good global metamodels with 
validity over the entire design space can be difficult, a local approach based on local approximations and a 
sequential approximate optimization strategy for iteratively zooming into the region of design space around the 
optimum is often preferred. Typically, the optimization process is decomposed into a sequence of cycles and an 
optimization subproblem is defined within a trust region, i.e., a smaller part of the design space, where local 
metamodels are used as surrogates for the exact objective functions. The exact objective functions are evaluated 
only at a limited number of points in each trust region thus reducing computational cost. The trust regions are 
resized andor moved as the optimization progresses. Various optimization frameworks based on such trust- 
region and move-limit methods have been developed to strike an appropriate balance between the use of exact 
and approximate fimction  evaluation^.^^ 

A GRSM metamodeling strategy for DE, DE-", is described in Madavan8 with metamodels based on artifi- 
cial neural networks and is used here for comparison. A simple strategy is adopted in DE-" where the meta- 
model is used only in the latter stages of the optimization after the population has evolved to the general vicinity 
of the optimal solution. This eliminates the need for a more elaborate sequential zooming strategy although it 

4 

American Institute of Aeronautics and Astronautics 



, 

limits the efficiency improvements. Using the neural network as a local response surface with validity only in a 
small region of the design space makes neural network training easier and improves network generalization abil- 
ities. A three-layer feed-forward neural network is used. 

B. Memetic Methods 
Generally speakmg, evolutionary algorithms are not well suited for fine-tuned search close to the optimal solu- 

tion. Another approach to improving the efficiency of evolutionary approaches is the use of memetic methods 
that apply a separate local search process to refine specific individuals. These methods are also referred to as 
hybrid algorithms or genetic local searchers. The general idea is to combine the global nature of evolutionary 
search with more efficient deterministic local search techniques. A simple strategy often adopted is to perform a 
two-stage optimization with the best solution determined by the GA being used as the starting point for the local 
search method. Alternatively, strategies that permit dynamic coupling and interaction between the GA and the 
local search method can be used that intuitively seem likely to be more effective. 

In the context of DE, memetic methods have been explored in Madavan’ where the DE algorithm was com- 
bined with a dynamic hill  limbi in$^^^ (DHC) local search technique in order to exploit the complementary 
advantages of both methods and achieve better computational eficiency than standard DE. This approach, 
referred to as DE-DHC, is described briefly below. 

The core of the basic DHC algorithm is an efficient technique for locating local optima.24 The search origi- 
nates at a specified location gwen by the vector X of the design parameters and uses a probing vector V whose 
length is initially specified but increases or decreases dynamically to suit the local objective function terrain. 
Random move directions are tried (up to a specified maximum number) for a given probing vector length IvI . If 
the objective function value at a new point, 2 + G , is better than the previous value, the probing vector length is 
doubled and further regions of the domain are searched; if not, the vector length is halved and a more localized 
search is performed. In addition, a memory vector ii is also used to keep track of the previous successful move 
direction. A linear combination i2 + 5 of tlus vector and the probing vector is also evaluated as a candidate move 
direction. The process stops when the probing vector length falls below a specified (small) threshold value. 

An important decision that has to be made for efficient optimization is the relative effort levels for the global 
and the local search. There are various aspects to this decision dealing with which and how many population 
members should be chosen for the local search, when the local search should be invoked, and when it should be 
terminated. The standard approach is to specify these parameters and keep their values fixed during the optimiza- 
tion. However, this involves considerable parameter tuning to obtain the best values for a particular application. 
Further, the tuning process is application-specific and will have to be repeated for a different application. Follow- 
ing Espinoza, et a1.26 an alternate approach is used in Madavan’ where these parameters are not specified but 
adapt in response to recent performance as the algorithm converges to the optimal solution. The change in the 
relative coefficient of variation (CV) of the fitness function between generations is monitored.26 CV is defined as 
the ratio of the mean and the standard deviation of the population fitness. In a similar fashion, the number of local 
search iterations to be performed before switching back to the global DE search is decided by comparing the 
most recent fitness improvement by local search with the latest fitness improvement by global searchF6 In gen- 
eral, local search typically is performed on a small subset of the population and the probability of a population 
member being selected for local search can also be made to adapt with the solution.26 However, in the results 
reported here, only one (either the current best or randomly chosen) member of the population from a generation 
is selected for the local search. 

C. Variable Parameter Differential Evolution 
The convergence behavior of the DE algorithm can fall into one of three categories:” (a) Good convergence, 

where the algorithm approaches the global optimum in a “reasonable” number of function evaluations; (b) Poor 
convergence or misconvergence, where the algorithm converges to a local (not global) optimum, or gets stuck in 
a non-optimal state. This occurs primarily due to the population losing diversity, although DE has been known to 
“stagnate” in certain conditions even when the population is diverse;= (c) Slow convergence, where the conver- 
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gence velocity is slow and a “large” number of function evaluations is required to achieve the optimal solution. 
The general convergence behavior of the DE algorithm is highly dependent on the choice of the three DE param- 
eters, namely, the population size, the differential amplification (mutation) factor, F , and the crossover probabil- 
ity, p ,  . For any particular problem, these parameters are responsible for whether the convergence is good, slow, 
or, poor. Even when the algorithm exhibits good convergence, the choice of these three parameters can have a 
marked effect on the computational efficiency, i.e., the number of objective function evaluations required to 
obtain the optimal solution. The parameter settings are highly problem dependent and can vary widely from one 
problem to the next. Generally spealang, the algorithm is less sensitive to the choice of F and p ,  for large pop- 
ulation sizes, but computational efficiency is reduced usually since a larger number of function evaluations is 
required. 

Closely tied in with the issue of computational efficiency of any evolutionary approach such as DE is its com- 
putational effectiveness. While efficiency is concerned with how rapidly the algorithm can achieve the optimal 
solution, effectiveness reflects the reliability or robustness of the algorithm, Le., its ability to achieve the optimal 
solution irrespective of the initial population choice. For standard test problems with known optima, computa- 
tional effectiveness can be measured by performing several independent runs from different starting populations 
and determining the fraction of runs that complete successfully. To be of any practical use, an algorithm must 
achieve high computational efficiency in conjunction with very high computational effectiveness (close to 

Typically, the proper choice of DE parameters for a particular problem required some form of parameter tun- 
ing. Such parameter tuning can be time-consuming and expensive requiring multiple runs of the algorithm. As 
mentioned earlier, other approaches to address this problem have been reported, such as adaptive and self-adap- 
tive strategies for adjusting the pararnetersi7’l 8,19 or the use of stochastically varying parameters.16 

In the present work, a variable parameter DE approach, DE-VP is developed that extends the basic ideai6 of 
using stochastically varying mutation and crossover parameters in DE for improved efficiency. In the original 
approach16 the parameters were vaned over a very limited range (0.5-0.8 for F ,  and 0.3-0.7 for p , ) .  While good 
results were achieved for some specific problems our experiments with this approach over a range of test prob- 
lems were generally not promising. As mentioned earlier, our focus in these experiments was to achieve accurate 
optimal solutions with high efficiency with high effectiveness (typically, 99-100%). The results were even worse 
when the parameters were varied over a wider range. Some of the results of these expcrimcnts are discussed later 
in the Results section. 

Stemming from the experiences described above, an alternate formulation was used in developing the DE-VP 
algorithm. In this approach, the generalized expression for the mutation step (Eqn. (2)) is used instead of the 
baseline DE mutation operator (Eqn. (I)). In particular, a specific form of the generalized expression given in 
Eqn. (2) for the mutation step is used in the DE-VP algorithm, with Q = 2, F ,  = F ,  F ,  = (1 - F )  . However, 
the fixed parameters F and G , are replaced by the parameters F ,  and G, that are allowed to vary in a stochastic 
fashion during the optimization mn. The mutation step in the variable parameter DE-VP algorithm is thus written 
as: 

100~0). 

For I = l , m  ; i = l , n  generate 

1 1 1 1  1 In the above a , p , y , q , and v are distinct elements of { 1,2,  ... , m} randomly selected for each 1 
In a similar fashion, the crossover parameter p c  is replaced by the variable parameter p ,  and the crossover or 

recombination step is written as: 

For I = l , m  ; i = 1, n generate 
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y ;  with probability p ,  

x ; ( g )  with probability 1 - p ,  
The parameters F ,  , G, and pi are chosen for each population member as: 

Fi= rand[O, 13 . (F,,,- Fmin) 

-G,= rand[O, 13 . (G,,, - Gmin) 

= 1.0, F . = Gmin = 0.0, and pmin = 0.3 with F,,,,, = G,,, = pmm mrn 

This formulation recognizes the fact that instead of the baseline DE strategy one of the many DE variants may 
actually be the most efficient choice for a particular problem and allows these alternate variants to influence the 
optimization process. 

As in the DE-DHC algorithm, diversity preserving strategies (discussed below) are also incorporated in the 
DE-VP algorithm to allow the use of small population sizes. Results obtained for a wide range of test problems 
show that this approach leads to good computational efficiency while obviating the need for manual tuning of the 
parameters. The only parameters that need to be chosen for any optimization problem are the population size and 
the diversity parameter. As a general rule, the population size can be chosen to be about the same as the number 
of parameters (but not less than 6). The choice of the diversity parameter is not critical and a constant value was 
used for all the computations. 

E. Other Associated Strategies 
Some additional improvement strategies that have been incorporated here to enhance the efficiency of the DE 

algorithm are described in this subsection. It is noted that these have been used both individually or in combina- 
tion with each other and in some fashion with all of the broad techniques described above. 

Variable Complexity Strategies 
The main idea in variable complexity modeling strategies27 is to tailor the “complexity” of the analysis codes 

used in objective hnction evaluation to meet the needs of the optimization phase or method as it evolves toward 
the optimum solution. This is also referred to as multiscale or multilevel strategies in the literature. In the context 
of aerodynamic design, “complexity” can mean any of several attributes of the CFD analysis codes used, such as 
fidelity level; grid density, and convergence criteria. Variable complexity modeling is implemented here by using 
low fidelity, coarse grid Euler computations in the initial phases of the DE-based optimization followed by fine- 
grid Navier-Stokes analyses that are more appropriate as the algorithm approaches convergence. One crucial 
issue in using information from numerical models of varying fidelity on varying grid sizes is that the numerical 
inaccuracies can impart variation in the fitness fimction evaluations for the same candidate designs. However, the 
sequential strategy used here seems to work well for the aerodynamic optimization problem considered 

Diversity Preserving or Micro-GA Strategies 
Another general strategy for improving efficiency is to reduce the overall population size. This must be done 

with care to avoid premature convergence and not sacrifice robustness or reliability. Although more generations 
are typically required for convergence, the overall number of objective function evaluations required can be 
smaller since fewer evaluations are being performed at each generation. 

In order to make the DE algorithm work reliably with much smaller population sizes a diversity-preserving 
technique is incorporated. Diversity is usually not an issue with large population sizes, but when DE is used with 
small population sizes there is a very strong tendency for the population to lose diversity and get closely clus- 
tered. The DE mutation and crossover operations are then unable to generate better new individuals and the algo- 
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rithm converges prematurely to a local optimum and population diversity is eventually lost completely as all 
members of the population soon cluster around this point. In order to maintain population diversity, a degree of 
diversity parameterI4 is monitored in the current approach. If this measure of diversity falls below a specific tol- 
erance level, only the current best population member is retained and the remaining population is re-initialized 
for the next generation. While frequent population re-initialization slows down convergence, results show that it 
is possible to achieve reductions in the overall number of function evaluations by using a much smaller popula- 
tion size than what would be normally required to maintain diversity and converge reliably to the global opti- 
mum. 

Function Evaluation Reuse Strategies 
This is a simple idea of storing all the evaluated solutions and their fitness values in a database for later reuse 

during the optimization process. This approach can save a significant amount of computation time. In particular, 
instead of initializing a new Navier-Stokes evaluation from freestream conditions the solution from the nearest 
(in an Euclidean sense) design in the database can be used as the starting solution. 

Parallel Computing Strategies 
The discussion so far has centered on enhancing the algorithmic eficiency of DE to improve overall design 

cycle time and cost. In addition, substantial reductions in overall design time can also be achieved by resorting to 
parallelization techniques on parallel computers that can perform distributed computations simultaneously on 
multiple processors. All the DE efficiency enhancement methods described here lend themselves to such paral- 
lelization in a straightforward manner. In the present work the various methods have been implemented on dis- 
tributed parallel computers such as the SGI Origin 3000. It is noted that most of the computing time is expended 
in the aerodynamic analyses. Parallel implementation relies on the simultaneous computation of multiple, inde- 
pendent aerodynamic simulations on separate processors. A script-based procedure is used that invokes a vari- 
able number of processors depending on processor availability and the population size. A “master-slave’’ 
arrangement is used, with the master handling the tasks of setting up the simulations, neural network training as 
needed, and the farming out of the aerodynamic computations to the other slave processors. Since the aerody- 
namic computations are independent of each other, no communication between the processors is required until 
the computations are completed. The slave processors then communicate their results to the master which then 
performs the necessary calculations to determine the population members of the next gcneration. 

IV. Aerodynamic Shape Optimization Method Implementation Details 

Some details regarding other aspects of the DE-based aerodynamic shape optimization method incorporating 
the various efficiency enhancement approaches are described briefly in this section. 

A. Constraint Handling 
An efficient constraint handling mechanism is incorporated in the optimization method. It is a parameter-less 

approach that helps steer the algorithm away from infeasible regions of the design space. This constraint han- 
dling method was found to perform well when applied to various test problems taken from the constrained opti- 
mization literature. The constraint handling mechanism was adapted for use in aerodynamic optimization where 
both physical constraints (e.g. maximum airfoil thickness) as well as aerodynamic constraints (e.g. wavy sur- 
faces) are imposed. Airfoil geometries that do not violate the constraints but for which the CFD solver fails to 
converge are also deemed infeasible and handled appropriately. 

B. Airfoil Geometry Parametrization 
Geometry parametrization and prudent selection of design variables are critical aspects of any shape optimiza- 

tion procedure. Since this study focuses on airfoil redesign, the ability to represent various airfoil geometries 
with a common set of geometrical parameters is essential. Variations of the airfoil geometry can be obtained then 
by smoothly varying these parameters. Geometrical constraints imposed for various reasons, such as structural, 

8 

American Institute of .4eronautics and Astronautics 



aerodynamic (e.g., to eliminate flow separation), etc., should be included in this parametric representation as 
much as possible. Additionally, the smallest number of parameters should be used to represent the family of air- 
foils. Here, the airfoil geometry parametrization method’ is adopted with a total of 13 geometric parameters 
being used to define the airfoil geometry. This parametrization provided the necessary variations in airfoil geom- 
etry required by the optimization procedure. 

C. CFD Simulation Methodology 
A Navier-Stokes solver was used to perform the flow simulations (direct function evaluations) that serve as 

inputs to the shape optimization process. The solver used is a modified version of the ROTOR-2 computer code2* 
and solves the two-dimensional, Navier-Stokes equations around a single airfoil in a cascade (with spanwise 
periodic boundary conditions) for a given set of inlet and exit con&tions. Multiple grids are used to discretize the 
flow domain; an inner “0” grid that contains the airfoil and an outer “H’ grid that conforms to the external 
boundaries as shown in Fig. 1. For the analyses performed here, each inner 0 grid has 15 1 points in the circum- 
ferential direction and 41 points in the wall-normal direction. Each outer H grid has 101 points in the axial direc- 
tion and 41 points in the transverse direction. For the sake of clarity, only some of the grid points are shown in 
Fig. 1. 

The dependent variables are initialized to freestream values and the equations of motion are then integrated 
subject to the boundary conditions. The flow parameters that are specified are the pressure ratio across the tur- 
bine (ratio of exit static pressure to inlet total pressure), inlet temperature and flow angle, flow coefficient, and 
unit Reynolds number based on inlet conditions. 

D. Design Objective Formulation 
Various design objectives can be incorporated in the optimization method depending on the problem being 

solved. For the inverse turbine airfoil design shown here, the design objective function was formulated as the 
equally-weighted sum-of-squares error between the target and actual pressure obtained during the optimization 
process at various locations on the airfoil. 

V. Results 

Results obtained using the various DE-based approaches are presented in this section. First, the variable- 
parameter DE algorithm, DE-VP, is evaluated by applying it to a series of test constrained optimization problems 
taken from the literature. Results for the aerodynamic shape optimization of a turbine airfoil are then presented 
using the various DE-based approaches, DE-”, DE-DHC, and DE-VP. Note that the results obtained using the 
DE-” and DE-DHC hybrids were presented and are included here for comparison. 

A. Test Optimization Problem Using The Variable Parameter DE algorithm (DEVP) 
The DE-VP algorithm was first tested using a standard suite of benchmark constrained optimization problems, 

often referred to as the M i ~ h a l e w i c 2 ~  problem set that has also been used by others3’ to evaluate evolutionary 
algorithms.The properties of the test problems along with the optimal solution obtained by the DE algorithm 
summarized briefly in Table 1. For some of the test problems with equality constraints, each constraint was 
replaced by two inequality constraints that allow a small violation (usually, 0.001) of the actual equality con- 
straint. 

The convergence history of the DE-VP algorithm on test optimization problem G7 using different population 
sizes is shown in Fig. 2 and can be compared to the convergence history for the baseline DE algorithm shown in 
Fig. 3. In both figures, the results are averaged over 200 independent runs. For the baseline DE results shown in 
Fig. 2 the parameters were tuned to obtain the settings that resulted in the best performance. The F and p c  
parameters were maintained at these settings and the population size was vaned. Figure 2 shows that the baseline 
DE algorithm does not converge to the optimal solution for population sizes of 10 and 15. The diversity-reserv- 
ing strategy in DE-VP improves convergence as compared to baseline DE with the smallest population size of 10 
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but fails to achieve the optimal solution. However, unlike baseline DE, DE-VP reaches the optimal solution with 
population size of 15. At the higher population sizes the diversity-preserving strategy seems to have little or no 
effect. A similar pattern is noted in Fig. 4 and Fig. 5 which compare the convergence histories for the baseline 
DE and DE-VP algorithms, respectively, for problem G10. Again, the diversity-preserving strategy works effec- 
tively for low population sizes (1 0 and 15) and improves the convergence. 

In order to evaluate the computational efficiency of the DE-VP algorithm in conjunction with high computa- 
tional effectiveness, 200 independent runs were made for each problem in the M i c h a l e ~ i c z ~ ~  problem set (except 
for G3 where the number was 50). The termination criterion chosen is when the algorithm reaches the optimum 
to within an allowable error of 0.0001% and satisfies all the constraints. The total number of function and con- 
straint evaluations is used as a measure of the computational efficiency while the computational effectiveness or 
reliability is measured by the fraction of the total number of runs that converged successfully for this termination 
criterion. An additional requirement for successful completion was 100% computational effectiveness or reliabil- 
ity. 

The results of these computational experiments on the Michalewicg9 problem set are summarized in Table 2 
which compares the best results (highest efficiency, 100% effectiveness) obtained using baseline DE with the 
variable parameter DE approaches. For the baseline DE results, substantial tuning was performed for each prob- 
lem to determine the best parameter settings. The efficiency measure is the total number of function and con- 
straint evaluations, with a lower number denoting higher efficiency. The corresponding parameter settings, 
population size for the variable parameter approaches, and population size, mutation, and crossover parameters 
for the baseline DE) are also shown. Table 2 also shows results obtained by simply using variable parameters in 
the baseline DE algorithm. This is similar, but not identical, to the approach of Smuc16 since a wider range of 
parameters and a different diversity-preserving strategy is used here. 

The results in Table 2 show that varying parameters in the baseline DE is not effective. With the exception of 
problem G2, all the results show much poorer efficiency than the tuned baseline DE or the DE-VP algorithm. 
The DE-VP algorithm performs very well in comparison to the best-tuned baseline DE algorithm. Out of 11 
problems, DE-VP is substantially better that the tuned baseline DE in 6 problems (G2, G3, G4, G5, G7, G9) 
roughly the same in 1 (Gl), and worse in 4 (G5, G7, G9, G 10). In the cases where DE-VP performed poorly, it is 
important to note that the choice of parameters is very critical in these problems. This fact is borne out in Table 3 
which shows the effect of different parameter choices on the efficiency of baseline DE for problem G10. Thc 
population size is maintained at 30, which along with parameter settings F = 0.75, pc=  1.0 leads to the best- 
tuned performance. The algorithm performance drops substantially when the parameters F and p ,  are varied 
from the tuned settings. In fact, when F is reduced from 0.75 to 0.65 with all other parameters the same the algo- 
rithm fails with effectiveness of only 1%. A similar situation occurs for problem G5. The baseline DE algorithm 
converges with lOOO/p effectiveness for F and p c  in the ranges (0.7-1.0) and (0.8-1.0), respectively, and for a 
range of populations of size 15 and higher. (The best result, as noted in Table 2 is for a population size of 15, 
with F = 0.9, pc= 1.0 ). However, for parameter settings outside this range it is not possible to achieve 100% 
effectiveness. Given the sensitivity of the baseline DE to the parameters for these problems, the overall perfor- 
mance of DE-VP is noteworthy since it only requires a proper choice of population size as input. 

B. Aerodynamic Shape Optimization 
The standard DE algorithm and the various approaches for improving its efficiency were used in the inverse 

design of a turbine airfoil with a specified pressure distribution. Results are shown here for the baseline DE algo- 
rithm, the hybrid variants DE-” and DE-DHC, and the variable parameter DE-VP algorithm. The target pres- 
sure distribution was obtained at the midspan of a turbine vane from a modem Pratt and Whitney jet engine. 
Several flow and geometry parameters were also supplied and used in the design process. The design objective 
function was formulated as the equally-weighted sum-of-squares error between the target and actual pressure 
obtained during the optimization process at 45 locations on the airfoil. 

The initial design space was chosen to be quite large to allow a wide range of airfoil shapes to be explored. A 
representative sampling of some of the initial airfoil geometries used in the computations is shown in Fig. 6. In 
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order to hold the CFD function evaluations to a reasonable number, 6 design variables (instead of 13) were used 
in the initial stages of the optimization process. 

For the DE-" algorithm a population size of 25 members was used. Several generations were first evolved 
using the baseline DE algorithm. In the early stages of evolution several of the airfoil geometries were deter- 
mined to  be infeasible and hence were not evaluated by the CFD solver. After 13 generations had evolved, the 
number of design variables was increased from 6 to 13 and the population was evolved further for another 5 gen- 
erations. At th~s point the switch to the DE-" algorithm was made with the results from this generation being 
used to train the neural network. Figure 7 shows the data used in neural network training in the form of an enve- 
lope of pressure data around the target pressure distribution. Note, however, that the network was trained directly 
on the sum-square-error and not on the individual pressure data. The data envelope in Fig. 7 represents the varia- 
tion of the pressure distributions for the range of airfoil geometries in the neural network training set and is 
meant to convey the local nature of the neural network response surface in the vicinity of the optimal solution. 

For the memetic DE-DHC algorithm a small population size of 10 members was used. At each generation, the 
CV ratio of the population was monitored and the best member of the population was picked for DHC search if 
deemed necessary. In order to minimize the number of function evaluations required, the DHC search was con- 
strained to a small local region around the chosen location in design space. The diversity-preserving techniques 
described earlier were used to ensure that the solution did not converge prematurely although this was not much 
of an issue for this particular objective function landscape. The diversity-preserving strategy was also used for 
the DE-VP algorithm with a population size of 13 members and with the minimum and maximum parameter set- 
tings as described earlier. 

The optimal pressure distributions obtained using the various DE approaches are shown in Fig. 8. All the 
methods produce results that are seen to agree well with the target P&W distribution. The airfoil geometries cor- 
responding to these optimal pressure distributions are also in close agreement as shown in Fig. 9. 

The convergence behavior of the various DE-based approaches are compared to the baseline DE algorithm in 
Fig. 10 which plots the mean objective function value of the population at each generation as a function of the 
number of CFD function evaluations. The baseline DE algorithm converges in about 650 function evaluations 
with the population mean decreasing steadily with each generation with the exception of the slight increase noted 
corresponding to the switch from 6 to 13 design parameters. Figure 10 also shows that convergence of the DE 
algorithm is slower in latter generations as the optimal solution is approached, thus illustrating the need for 
hybrid approaches that combines the global search and exploration capabilities of the DE algorithm with other 
algorithms that can converge rapidly to an optimum when initialized in the local neighborhood. By switching to 
the DE-" algorithm in the latter stages, convergence to the optimal pressure distribution is achieved in 500 
hnction evaluations. The DE-DHC algorithm converges in 420 function evaluations and exhibits slightly better 
performance than the DE-" algorithm for this case. The DE-VP algorithm also converges in about 450 func- 
tion evaluations. Reductions of more than 30% in the number of function evaluations are thus achieved by the 
DE-NN, DE-DHC, and DE-VP approaches over the baseline DE algorithm.The DE-VP algorithm appears the 
most advantageous since it requires only two parameters as input, the population size and a diversity limit. 

VI. Summary and Conclusions 

Various approaches for improving the computational efficiency of the DE algorithm have been studied in this 
article. These include two different hybridization strategies incorporating the use of either neural networks or 
local search methods, and another strategy that improves DE efficiency by reducing its sensitivity to the mutation 
and crossover parameter settings. The first strategy, DE-NN, uses trained neural networks to  perform the function 
evaluations. The second strategy, DE-DHC, incorporates the DHC local search technique in the DE algorithm in 
order to exploit the complementary advantages of both methods and achieve better computational efficiency than 
standard DE. DE-DHC also incorporates techques  that permit the use of much smaller population sizes than 
standard DE without sacrificing robustness or reliability. The third strategy, DE-VP, uses variable parameters for 
the mutation and crossover steps in the algorithm and achieves higher efficiency without the need for elaborate 
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tuning of the parameters. Results presented here show the efficacy of the methods in reducing the number of 
objective function evaluations and hence the overall computational expense. 

While the results reported here are promising, it is noted that the inverse airfoil design problem was chosen 
simply to demonstrate the general capabilities of the methods. This problem can be  solved in a straightforward 
and more efficient manner by using other optimization techniques. Future plans include applications of the meth- 
ods described to  more appropriate aerodynamic problems involving, for example, multimodal landscapes, multi- 
objective or multipoint design. 
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TABLE 1. Summary of constrained test optimization problems studied. 
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TABLE 2. Summary of best results in terms of efficiency for 100% computational effectiveness on various test 
test optimization problems using baseline DE and variable parameter DE approaches. 

14 

American Institute of Aeronautics and Astronautics 



0.85 
1 .OO 
0.90 
0.80 
0.90 
0.80 
0.90 
0.80 

I 

30 I 0.65 32,176 1% 
66,975 100% 
130,95 1 100% 
9257 1 100% 
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0.75 
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0.85 
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0.65 
0.65 

TABLE 3. Effect of the choice of algorithm parameters Fandp, on the computational efficiency 
of the baseline DE algorithm for test optimization problem G10. 

Figure 1. Representative turbine airfoil geometry and computational grid used in 
the CFD simulations. 
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Figure 2. Convergence history of the baseline DE algorithm for the constrained 
test optimization problem G7 for various population sizes. 
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Figure 3. Convergence history of the variable-parameter DE algorithm (DE-VP) 
for the constrained test optimization problem G7 for various population sizes. 
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Figure 4. Convergence history of the baseline DE algorithm for the constrained 
test optimization problem G10 for various population sizes. 
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Figure 5. Convergence history of the variable-parameter DE algorithm (DE-VP) 
for the constrained test optimization problem G10 for various population sizes. 
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Figure 6. Sampling of airfoil geometries used in the initial population for the 
various DE-based algorithms. 
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Figure 7. Envelope of airfoil loadings used to train the neural network for the 
metamodel DE (DE-") algorithm. 
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Figure 8. Airfoil pressure loading for the optimal design using the various DE- 
based algorithms. 

-1.01' ' ' ' ' ' ' I '  I '  I ' ' ' 1 " I ' 
0.0 0.2 0.4 0.6 0.8 1 .Q 

XlC 

Figure 9. Airfoil geometry for the optimal design using the various DE-based 
algorithms. 
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Figure 10. Convergence history for the various DE-based algorithms. 
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